Paquete 5 — Procesamiento
de Lenguaje Natural y
Grandes Modelos
de Lenguaje



Introduccion

Grupo de Investigacion INTELIA: https://intelia.uah.es/

o Antonio Garcia Cabot, Eva Garcia Lopez,
José Manuel Lanza Gutiérrez, Ana Castillo Martinez, Sergio Caro Alvaro

o 2 Investigadores Contratados (Estudiantes de doctorado)

El Paquete de Trab ajo PT5 — Procesamiento de

L enguaje Natural (P P por sus siglas en ingles de
Natural' Language Processing) en Sistemas
Aeronauticos y Aeroes aC|aIes tiene como objetivo
desarrollar d|versas actividades y acciones en materia
de I+D relacionadas a la aplicacion de NLP en los
diferentes procesos relacionados con el ambito
aeronautico y aeroespacial:

o Creacion de chatbots
o Analisis de sentimientos
o Extraccion de informacion
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Actividades de formacion interna y externa

Dentro de las actividades de formacion de este paquete de trabajo, se estan
llevando a cabo dos tesis doctorales:

« Titulo “Advancinc_? Evaluation and Reliability Methods for Large Language Models”.
Doctorando: Pablo Trull Baguena

- Titulo “Estudio y optimizacion de los metodos de generacion aumentada por recuperacion
basada en grandes modelos del lenguaje”. Doctorando: Antonio Moreno Cediel

Realizacion de 6 Trabajos Fin de Master (TFM):

 Deteccion automatica de técnicas de persuasion o manipulacion

 Analisis de sentimientos dirigido (Targeted sentiment analysis)

« Analisis de sentimiento de los comentarios de aerolineas

« Comparacion de técnicas de optimizacion de modelos aplicadas al analisis de sentimientos

« Analisis de opiniones en Reddit usando Topic Modeling y Analisis de sentimientos

- Deteccion de movimientos relacionados con estrategias de desinformacion en redes sociales
Distintas propuestas de Trabajos Fin de Grado (TFG)
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Estudio del estado del arte y datasets

Durante los primeros meses de trabajo se ha llevado a cabo un estudio
exhaustivo del estado del arte en relacion con la Generacion Aumentada por

Recuperacion (RAG) y el Aprendizaje por refuerzo (RL).

RAG

Extraccion (retrieval)
Infomacion relevante

Pregunta
[Qué significa x? Base de > E
datos ]
Generacion aumentada
o
Respuesta @
®

X es un... <

Figura 1. Descripcion de la arquitectura de RAG
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Estudio del estado del arte y datasets

RAG

Fases de la RAG

Identificando las principales fases del

proceso de RAG: Indexacion ————>» Recuperacion —){ Generacion }
o Indexacion: estrategias de P LangChe
.7 angChain -
segmentacion. S
o Recuperacion: tipos, diferentes % )
fuentes de datos, optimizacion. f‘:ﬁ

o Generacion: diferentes arquitecturas.
Figura 2. Fases de la RAG
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Estudio del estado del arte y datasets

RL (Reinforcement Learning)

Las principales formas de utilizar de
forma conjunta los LLMs y el RL:

o RL4LLM: RL para mejorar LLM en tareas
de NLP

o LLM4RL: LLM para mejorar RL
o LLM+RL: LLM+RL

IA3 - @Rz e ndra
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Figura 3. Diagrama de la interaccion entre el
agente y el entorno
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Creacion de los modelos de IA y ajuste

Topic Modeling

 Optimizacion de topic models basados en clustering a través de
content augmentation, realizado mediante zero-shot prompting LLMs.

1.- Preprocesamiento: se eliminan los
‘ .o F e paea2 - @NJACES, puNtuacion excesiva, etc.

"% *_ Topic 2: palabra 1, palabra 2

" Toric3 paiabra 1. paabra 2, 2 - Content extraction: Se extraen

Documento *| explicacien ‘

palabra 3

A explicaciones de cada texto del dataset con
)
Preprocesamiento _)Contentextraction: Combirjar BERTopic ‘ LLMS (Dee.pseek y Llama.3)
e AL | 3.- Combinar embeddings: Se computan

embeddings de los textos originales y de las
QY deepscek explicaciones y se combinan

4.- BERTtopic: los embeddings de la fase
anterior se pasan a BERTopic y este los
agrupa en clusters tematicos y extrae las
palabras mas representativas de cada grupo
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Creacion de los modelos de IA y ajuste

Generacion de queries de SPARQL

 Se propone una nueva metodologia, basada en few-shot

prompting, para generar gueries de SPARQL dada una
consulta en lenguaje natural.

A partir de una pregunta en

SELECT ?accident ?date ?aircraft ?description
lenguaje natural (representada en i
azul en la Fig. 5), nuestro método  |sreos ocurieron en N o e aaa o nostess
. d Los Angeles? prompting ex;aircra{ﬂ ?air;:raft;
recu pel’a |aS trlpletaS FE|eva ntes ex:description ?description .
para contestar esta pregunta y ORDER BY DESC(2date)

combina esta informacion en un N #

prompt que se pasa a LLama3-70b  Figura 5. Ejemplo de la tarea de generacion de queries
y este genera una query en spargl.
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Desarrollo y ejecucion de PoC

Topic Modeling

Para evaluar la técnica propuesta se emplearon 2 datasets ampliamente
utilizados: 20NewsGroup y BBCNews.

Cétedra de Inteligencia Artificial
en Aeronautica y Aeroespacio

Modelo Cy Cnemr | diversidad | ARS

BERTopic (baseline) |0.60 |0.11 0.81 0.40
20Newsgr | content 0.68 [0.20 [0.81 0.46

oup augmentation

(nuestro método)

BERTopic (baseline) |0.53 |0.07 0.83 0.89
BBCNews | Content _ 0.64 |0.17 0.82 0.87

augmentation

(n%estro método)

INTELZ 7@t Yriversidad ) dra O R T

20NewsGroup: Se mejora la
coherencia C, un 8%, la
coherencia Cypy; Un 9% v el
ARS un 6%. La diversidad se
mantiene igual en general

BBCNews: se mejora la
coherencia C,un 9% vy la
coherencia Cypy; Un 10%

Tabla 1. Resumen de resultados del
estudio de Topic Modeling
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Desarrollo y ejecucion de PoC

Generacion de queries de SPARQL

« Se emp Ieo un %rafo de conocimientos del ambito de aviacion. El trabajo donde
se |ntro ujo este grafo también introdujo un dataset de evaluacion que consistia
en 150 preguntas

« Nuestro método mejoro la métrica de Exact Match un 6%.

Los hallazgos de este estudio y del estudio de 7opic Modeling han sido recopilados
en dos articulos cientificos que han sido publicados en dos revistas cientificas:

 https://link.springer.com/10.1007/s10115-025-02605-0
« https://www.mdpi.com/2504-4990/7/2/52

Otro articulo enviado a conferencia en 2026 que se organizara en Hakodate, Japon.
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Actuaciones recientes

Tres lineas de actuacion junto con Indra:

« Validacion y experimentacion de modelos LLM
 Generacion de grafos de conocimiento

» Language Alignment by Bootstrapping (LAB)
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Validacion y experimentacion de modelos LLM

» Validacion mediante una herramienta que permita contrastar de
forma sistematica las respuestas generadas por un modelo
grande de lenguaje (LLM).

« Estado del arte
« LLM-as-a-Judge, Incertidumbre, Robustez, ...

- Métricas de evaluacion (exactitud, medidas de precision/recall, similitud
semantica, métricas tradicionales en NLP como ROUGE, BLEU o
METEOR)...

 Experimentacion y prototipos
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Validacion y experimentacion de modelos LLM
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Generacion de grafos de conocimiento

» El objetivo principal es poder almacenar en una estructura de
tipo grafo, la informacion contenida en documentos expresados
en lenguaje natural como PDF, MS Word, ...

- Capaz de trabajar tanto con una ontologia objetivo con formato
libre.

» Sistema que realiza un analisis orientado al analisis de cada
frase intentando extraer de cada una de ellas los sintagmas
nominales y verbales para extraer los nodos y enlaces del grafo.
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Generacion de grafos de conocimiento

e
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Language Alignment by Bootstrapping (LAB)

 LAB es la estrategia para alinear modelos LLM con
comportamientos contextualizados a determinados contextos
(conocimiento especifico), de manera mas eficiente que los
procesos de fine-tuning supervisado.

» Se propone utilizar InstructLab como parte de la colaboracion
con Indra y realizar experimentacion y pruebas.
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Otras iniciativas o investigaciones de interes

En el laboratorio de investigacion se estan llevando a cabo otras
investigaciones relacionadas con el paquete de trabajo de la
Catedra IA3. Algunas de ellas son:

 Reparacion automatica de codigo fuente utilizando LLMs.
» Generacion de datos sintéticos de calidad.

« Creacion de chatbots y RAG para el acceso a documentacion y bases de
datos de conocimiento.

 Interpretabilidad y explicabilidad de LLM (Autoenconders y Transcoders).
« Optimizacion y reduccion de modelos LLM.
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IGracias!

» ¢Preguntas/Dudas?

« Contacto:

 Dr. Antonio Garcia Cabot (a.garciac@uah.es)
o LinkedIn: epe

 Contacto genérico: intelia@uah.es
« Sitio web: https://intelia.uah.es
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