
   
                                   
                            

Cátedra IA3 – PT7
Mejora de las capacidades de procesamiento a bordo mediante 

algoritmos de Aprendizaje Automático
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Introducción
• Ahorro de ancho de 

banda en el down-
link a Tierra

• Incremento de la 
capacidad de 
procesamiento a 
bordo

• Menor latencia o uso 
de recursos frente a 
algoritmos clásicos

• Modelos simples

• Impredecibilidad 
ante nuevos 
escenarios

• Riesgo
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Introducción
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Objetivos

1. Diseño de modelos de Machine Learning 
eficientes para la resolución de tareas 
específicas a bordo.

2. Entrenamiento de los algoritmos en 
software (Matlab, Python, Pytorch)

3. Implementación 
eficiente e inferencia en 
FPGA para procesamiento 
on the edge.
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Proyectos

• Beamforming Digital (DBF). Comparativa entre algoritmo 
tradicional (MVDR) y FFNN en FPGA. 

• Spiking Neural Networks (SNN):

• Clustering no supervisado. Modelo SNN-SOM en FPGA

• Clasificación de imágenes. Modelo híbrido CNN-SNN
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DBF mediante FFNN en FPGA

• Entrada: primera fila de la matriz de correlación
• Salida: coeficientes de beamforming

Red entrenada con datos 
sintéticos. Targets de 
entrenamiento calculados 
con algoritmo MVDR 
ideal
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Resultados DBF FFNN
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Clustering con SNN
• Aprendizaje no supervisado
• STDP (Spike-timing dependent plasticity) para modificar los pesos internos
• Clustering topológico: entradas parecidas activan neuronas cercanas (SOM)
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Clustering con SNN
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Clasificación de imágenes con SNN

• Distinción entre clases “Bosque” y “No bosque” en imágenes satelitales
• Red híbrida CNN-SNN
• Aprendizaje supervisado (backpropagation) con modelo CNN-FFNN y 

traslación de pesos a modelo híbrido para la inferencia
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Clasificación de imágenes con SNN
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Líneas futuras

• Beamforming Digital mediante LSTM

• Aprendizaje en Hardware

• Implementación en tarjeta 
Versal
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Outcome
• Enhancing efficiency in spaceborn phased array systems: MVDR algorithm and FPGA integration, Digital Signal

Processing (publicado)

• FPGA-Based Adaptive Beamforming: Comparing Mvdr and Neural Networks for Spaceborne Systems, Digital
Signal Processing (en revisión)

• A New Highly Efficient and FPGA-Oriented STDP-Based Spiking Neural Network for Topological Clustering (en 
desarrollo)

• Spiking Neural Networks for Earth Observation: A Hybrid Approach for Deforestation Detection (en desarrollo)
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¡Muchas gracias!
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